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ABSTRACT 

 
 

Due to the fact that the determination of an efficient scheduling 

solution in the sequence of single machine operation for 

multiple objective programming is important, especially in 

production planning, we are considering a single machine 

sequencing problem with minimizing the number of the tasks 

with lateness and weighted tardiness. In this article, the 

application of new optimization methods in sequencing problem 

and scheduling are in order. We propose the mathematical 

model for the problem under consideration first and then by 

introducing simulated annealing and genetic algorithm, as 

solution approaches, we test their efficiency for solving the 

proposed problem. At the end, to increase the efficiency of the 

proposed model a hybrid/meta-heuristic algorithm based upon 

the genetic algorithm is proposed. This method identifies a 

collection of efficient sequencing tools for objectives 

minimization. 
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ریزی خطی ارائه یک الگوریتم ترکیبی کارا جهت حل مدل برنامه

  چندهدفه زمانبندی مسائل تک ماشین
  

  لیلی امامی میبدی و ، سپیده فریدونی*دییحیی زارع مهرجر

 
 چکیده:                          یکلمات کلید

کارا در مسائل توالی عملیات برای معیارهای مختلف،  های زمانبندیاز آنجا که تعیین برنامه 

 ریزی تولید است، لذا در این مطالعه مساله توالی عملیات تکازجمله مسائل مهم در برنامه

معیارهای حداقل کردن تعداد کارهای دارای تاخیر و مجموع دیرکرد وزنی مورد  ماشینه با

مسائل توالی و  در سازیبهینه جدید هایروش کاربرد مقاله این در گیرد.بررسی قرار می

ابتدا مدل ریاضی مساله برای اهداف موردنظر ارائه و سپس ضمن . شودمی مطرح زمانبندی

های کاوشی، کارایی سازی آنیلینگ و الگوریتم ژنتیک به عنوان روشبیههای شمعرفی روش

آنها در مساله موردنظر آزموده شده است. در پایان، جهت افزایش کارایی مدل الگوریتم ترکیبی 

های کارا را ای از توالیمجموعه روش، برمبنای الگوریتم ژنتیک برای مساله ارائه شده است. این

 .کندمی ردن اهداف موردنظر مشخصک حداقل منظور به

 
 9. مقدمه9

های پیشرفته تولیدی از تعیین توالی و زمانبندی در سیستم

ها ای برخوردار است. اقتصادی بودن این سیستماهمیت ویژه

مناسب  3و زمانبندی 2توالیمشروط به داشتن یک برنامه تعیین 

است که با  گیریباشد. در واقع زمانبندی نوعی فعالیت تصمیممی

گیرد. درحالیکه، سازی یک و یا چند هدف انجام میهدف بهینه

توالی در مورد ترتیب ورود کارها در سیستم مورد استفاده قرار 

                                                 
 91/6/19تاریخ وصول: 

 39/5/19یب: تاریخ تصو

استادیار دانشکده  ،دکتر یحیی زارع مهرجردی نویسنده مسئول مقاله:*

 yazm2000@yahoo.com دانشگاه یزد، ،مهندسی صنایع

 ،دانشجوی دوره کارشناسی ارشد، دانشکده مهندسی صنایع ،سپیده فریدونی

 sepideh.fereidouni@gmail.com دانشگاه یزد،

دانشجوی دوره کارشناسی ارشد، دانشکده مهندسی  ،لیلی امامی میبدی

 leila_em1986@yahoo.com دانشگاه یزد، ،صنایع
2   . Sequency   
3   . Scheduling 

های گیرد. مشکلات تعیین توالی و زمانبندی قطعات در محیطمی

مختلف صنعتی یکسان نیست. چنانچه عمل کردن به قراردادها 

باشد، باید کمینه کردن تعداد قطعات  در موعد تحویل موردنظر

 دیرکرددار یا کمینه کردن متوسط دیرکرد، موردتوجه قرار گیرد

ریزی زمانبندی های دیرکرد در مدل برنامهمطالعه جریمه [.2،2]

به عنوان یک زمینه تحقیقاتی جدید مطرح شده است. قبل از آن، 

ص ها تحقیقات موضوع زمانبندی تنها بر روی یک شاخسال

در این مطالعه، بادرنظر  [.3]4گیری باقاعده متمرکز بوداندازه

ریزی زمانبندی از مدل گرفتن مطلب فوق و اهمیت مسایل برنامه

ریزی خطی چندهدفه، جهت حداقل کردن مجموع دیرکرد برنامه

وزنی و تعداد کارهای دارای تاخیر در مسائل زمانبندی تک 

تاریخچه اله، ابتدا به بیان ماشین استفاده شده است. در این مق

پرداخته  مسئله و جمعبندی از تحقیقات و مطالعات انجام شده

 هدف تابع و ورودی، خروجی اطلاعات کردن شده است. مشخص

                                                 
. شاخصی است که اولاً هدف کمینه کردن آن باشد و ثانیاً افزایش در مقدار آن، 4

حداقل یکی از کارها در برنامه افزایش یابد، ممکن تنها درصورتیکه زمان تکمیل 

 باشد.

 

  13113122  خــردادخــرداد، ، 2244، جلــد ، جلــد 11شمــاره شمــاره 

  22--1111صفحـــه صفحـــه 
  

  

hhttttpp::////IIJJIIEEPPMM..iiuusstt..aacc..iirr//  

 

 

 

 
ISSN: 2008-4870 

 

 

 توالی عملیات تک ماشینه

 ههدفریزی چندبرنامه

 دیرکرد

 های فراابتکاریالگوریتم

 

 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ie
pm

.iu
st

.a
c.

ir
 o

n 
20

26
-0

2-
20

 ]
 

                             2 / 12

mailto:sepideh.fereidouni@gmail.com
https://ijiepm.iust.ac.ir/article-1-550-en.html


  3         یحیی زارع مهرجردی، سپیده فریدونی و لیلی امامی میبدی           ...ریزی خطیارائه یک الگوریتم ترکیبی کارا جهت حل مدل برنامه

  

  99شماره شماره   --6644جلد جلد   --93193166  خــردادخــردادنشریه بین المللی مهندسی صنایع و مدیریت تولید،  نشریه بین المللی مهندسی صنایع و مدیریت تولید،  

 معرفی به ادامه، در گیرد.در قسمت سوم مورد توجه قرار می

 آنها سازیپیاده روش و سازی آنیلینگژنتیک، شبیه هایالگوریتم

 هاالگوریتم این اجرای از حاصل نتایج و مسأله پرداخته حل برای

لازم بذکر  .شودمی واقع تحلیل و مورد بررسی نمونه مثال روی

در کامپیوتر  MTLAB R2009aدر محیط ها است که الگوریتم

 کدنویسی و آزموده شد.  2.66GHzشخصی با، 

 

 . طرح مساله9-9

رحالت تک ماشین مساله توالی عملیات و ترتیب چیدن کارها د

منظور کمینه کردن تعداد کارهای دارای تاخیر و دیرکرد وزنی به

از مهمترین مسایل زمانبندی کارها است. این دومعیار دارای 

در دنیای اهمیت زیادی ازنظر تولیدکنندگان و مشتریان است. 

است که به عنوان نرخ   یمعیار تعداد کارهای دارای تاخیر،واقعی 

و مجموع دیرکرد وزنی به  گیردن مورد توجه قرار میعملکرد مدیرا

    رکرد به سیستم تحمیل یکه در اثر د هایی، هزینهعلت اینکه

نسبت به توابع دیگر همچون  کند،گیری میاندازه د راگردنمی

تری دارد و بیشتر های تکمیل حالت عمومیمجموع وزنی زمان

، در مسائل واقعی از سوی دیگرند. گیرمورد استفاده قرار می

معمولاً به جای درگیر شدن با یکی از معیارها با هردوی آنها 

سروکار داریم. از اینرو در این مطالعه سعی خواهد شد که از 

گیری دو هدفه استفاده شود. درچنین حالتی امکان ارائه تصمیم

توالی که هر دو پارامتر را بهینه نماید، مگر در مواقع خاص، 

های کارا برای مساله تعیین شود توالیلذا سعی میناممکن است. 

 گردد. 

 

 ادبیات و پیشینه موضوع .6

ریزی و مرتب کردن کارها در یک توالی از زمانبندی شامل برنامه

محیط  .[4]کارها به منظور برآورده کردن نیازهای مشتریان است

ها همچون تک ماشین خیلی ساده و نیز حالت خاصی از سایر مدل

های موازی و سری هستند. در این مدل، تنها از یک نماشی

گیری عملکرد ماشین برای فرآیند بهینه تمام کارها و اندازه

سیستم همچون زمان تکمیل، تاخیر، تعداد کارهای دارای تاخیر، 

زمان بیکاری، ماکزیمم زودکرد و دیرکرد و سایر معیارها استفاده 

  [.4]شودمی

ماشین حداقل کردن یکی از  اغلب محققین در مسائل تک

اند. با این وجود معیارهای گفته شده را مورد بررسی قرار داده

مسایل زمانبندی اغلب شامل بیش از یک معیار هستند، بنابراین 

 Nelson et al (1986)های چندهدفه نیاز خواهد بود. به تحلیل

مسائل با میانگین زمان در جریان Emmons (1975) [6 ]و  [5]

ت و تعداد کارهای دارای تاخیر را مورد بررسی قرار دادند. ساخ

Emmons (1975)،  یک الگوریتم شاخه و حد را برای حداقل

کردن میانگین زمان درجریان ساخت وقتی حداقل کارهای دارای 

تعیین شده باشد، ارائه داد.  Mooreتاخیر با استفاده از الگوریتم 

م دادند، مقدار حداقل تعداد انجا Nelson et alای که در مطالعه

کارهای دارای تاخیر برای محدوده مشخص شده با استفاده از 

(SPT)ترین زمان پردازش، قاعده کوتاه
 Moore، و الگوریتم 2

را  Emmonsتعیین شدند. آنها نوع دیگری از الگوریتم  (1986)

های بهینه پاراتو فراتر برای توسعه روشی جهت تولید همه جواب

 Azizoglu et alوده مشخصی مورد استفاده قرار دادند.از محد

مساله زمانبندی دوهدفه حداقل کردن حداکثر  [7]  (2003)

زودکرد و تعداد کارهای دارای تاخیر را بر روی یک ماشین مورد 

باشد. مطالعه قرار دادند. آنها فرض کردند زمان بیکاری مجاز نمی

د را درحالیکه تعداد ابتدا، مساله حداقل کردن حداکثر زودکر

     کارهای دارای تاخیر در حداقل مقدار خود بودند، آزمودند.

Eren & Guner (2006) [8]  مساله تک ماشین دو معیاره با

سازی وابسته به ترتیب را مطالعه کردند. تابع هدف های آمادهزمان

های تکمیل و مورد بررسی کمینه کردن مجموع وزنی زمان

ریزی عدد صحیح مدل شد. اله با استفاده از رنامهدیرکرد بود. مس

بود. به همین دلیل برای حل مسایل  NP-Hardمساله موردنظر 

های هیوریستیک استفاده گردید. با کارهای زیاد، از روش

Tavakkoli-Moghaddam et al (2006) [9] رویکرد برنامه-

 ریزی مختلط عددریزی آرمانی فازی را برای حل مدل برنامه

صحیح مسائل تک ماشین با اهداف حداقل کردن زمان درجریان 

علت تناقض ساخت موزون و مجموع دیرکرد وزنی ارائه دادند. به

ریزی آرمانی فازی را برای مدل میان اهداف، آنها رویکرد برنامه

ریاضی توسعه داده شده پیشنهاد دادند. این رویکرد برپایه درجه 

(DM)گیرنده تمایل تصمیم
 Chen & Sheenستوار بود. ا 2

، مساله تک ماشین را با هدف حداقل کردن [21] (2007)

مجموع زودکرد و دیرکرد وزنی، در رابطه با تعداد کارهای دارای 

کار با موعدهای تحویل  nتاخیر مورد بررسی قرار دادند. آنها 

های متفاوت را برای زودکرد و دیرکرد درنظر مشترک و وزن

 Huo et alگوریتم بهینه پارتو پیشنهاد دادند. گرفتند و یک ال

مساله زمانبندی تک ماشین با دومعیار حداکثر  [22] (2007)

دیرکرد وزنی و تعداد کارهای دارای تاحیر را مورد مطالعه قرار 

برای مسایل زمانبندی  NP-Hardهای شدیداً دادند. آنها اثبات

گری معیار فرعی هرگاه یکی از این دو معیار، ضابطه اصلی و دی

 کارایی ای،مقاله در Keha, et al (2009) [22]باشد، ارائه دادند. 

 مختلف، مختلط صحیح عدد ریزیبرنامه چهار محاسباتی

                                                 
1  Shortest Processing Time 
2. Decision maker 
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(MIP)
 مطالعه مورد ماشین تک زمانبندی گوناگون مسائل در را ،2

 MIP فرمولبندی داد، نشان هاالگوریتم از حاصل نتایج. دادند قرار

 نشان نتایج همچنین. دارد بیشتری کارایی چندمعیاره مسائل برای

 مسائل از بیشتر خاص مسائل برای صحیح عدد ریزیبرنامه داد

 بیشتری کارایی دارای درعمل و گرفته قرار استفاده مورد عمومی

 توانندمی که را نامعادلات از مجموعه دو آنها براین، علاوه. است

 .دادند ارائه بگیرند، قرار هاستفاد مورد فرمولبندی بهبود برای

های لازم بذکر است که، قواعد گوناگونی برای توالی بهینه مدل

تک معیاره با اهداف متمایز وجود دارد )به عنوان نمونه، برای 

ترین مدل مسائل تک ماشین بدون هیچ محدودیتی، قاعده ساده

برای حداقل کردن میانگین زمان  2(SPT)کوتاهترین زمان فرآیند 

 زودترین قاعده درحالیکه دهد،می را بهینه توالی ،درجریان ساخت

ترتیب بهینه را برای حداقل کردن ماکریمم  (EDD) تحویل موعد

گیرنده دهد(. در حقیقت، هر تصمیم، بدست میTmaxتاخیر، 

-. بهکندبراساس معیاری که درنظر دارد روشی متفاوت اتخاذ می

های گوناگون با اهمیت دگاهعلاوه، هریک از این اهداف از دی

هستند. باید توجه داشت که گاه این اهداف متضاد یکدیگر بوده و 

جواب مناسب برای یک هدف ممکن است برای هدف دیگر مناب 

نباشد، ازاینرو، مسایل زمانبندی اغلب دارای طبیعت چندهدفه 

  [.4]هستند

ریزی خطی هدف ازاین مقاله، توسعه یک مدل برنامه

منظور حداقل کردن مجموع دیرکرد وزنی ، به3(MOLP)،چندهدفه

و تعداد کارهای دارای تاخیر، برای حل مسائل تک ماشین است. 

جهت حل مدل پیشنهادی بهره های ابتکاری در ادامه از روش

  گرفته شد.

 

 پیشنهادی مدل ریاضی .3

-های تک ماشین به لحاظ تنوع محدودیتمسایل زمانبندی مدل

هایی است که بعضاً حل آنها با هدف دارای پیچیدگیها و توابع 

پذیر نیست و یا مستلزم سازی معمول امکانهای بهینهروش

صرف وقت و هزینه بسیار است. در چند دهه اخیر گرایش 

ها های فراکاوشی بیشتر گشته است. این روشمحققان به روش

اغلب الهام گرفته از طبیعت هستند که برای حل مسائل در 

-گونهمورد توجه قرار گرفتند، به 2961های مختلف از دهه مینهز

های قابل قبول )نزدیک به بهینه( را با یک هزینه ای که جواب

آنکه قادر به تضمین کنند، بیمحاسباتی معقول جستجو می

. در این قسمت ابتدا به بیان [23]بهینگی مطلق جواب باشد

ژنتیک  الگوریتم یهاو سپس روش تعاریف و نمادها پرداخته

                                                 
1 . Mixed Integer Programming 
2 .  the shortest processing time 
3 . Multi Objective Linear Programming 

(GA)4 سازی آنیلینگ و شبیه(SA)
کاوشی  به عنوان روش5

 ند.شومعرفی می

 

 تعاریف و نمادها .9-3

را تعداد کار بدون انقطاع روی یک  nبه منظور شرح مدل، 

بوسیله زمان عملیات، زمان تحویل و  jماشین درنظر بگیرید. کار 

 اینمادهات و شود. فرضییک واحد جریمه دیرکرد تعریف می

 بکارگرفته شده در این مطالعه به صورت زیر است:

 

 فرضیات مربوط به ماشین
ماشین در هر زمان فقط قادر به انجام یک کار است  .2

گردد. و هر کاری یعنی هیچ فرآیندی ناتمام قطع نمی

که فرآیند آن روی ماشین شروع گردد تا اتمام کامل 

 روی ماشین قرار دارد.

تواند زی ماشین برای کارهای متفاوت میسازمان آماده .2

به صورت بخشی از زمان فرآیند تعریف شود و یا اینکه، 

 این زمان را درنظر نگرفت.

ماشین در طول زمانبندی به طور پیوسته دردسترس  .3

 ماند.بوده و مادامی که کار هست بیکار نمی

 

 ها فرضیات مربوط به کار

م کارها باید فرآیند کارها بر یکدیگر برتری ندارند و تما .2

 خود را به اتمام برسانند.

وقتی کاری روی ماشین قرار گرفت عملیات تا انتهای  .2

 کند.کار ادامه پیدا می

های فرآیند مستقل از زمانبندی و نحوه قرار زمان .3

گرفتن کارها در توالی هستند، یعنی زمان انجام یک 

کار از قبل مشخص است، در غیر اینصورت باید ذکر 

 .شود
 

 نمادهای بکارگرفته شده
Pj زمان پردازش کار :j (j=1 2, …,n)، 

dj موعد تحویل کار :j (j=1 2, …,n)، 

Wjکار  : وزنj (j=1 2, …,n)، 

Cj زمان تکمیل کار :j (j=1 2, …,n)، 

Rj،زمان در دسترس قرار گرفتن کار : 

M،یک مقدار صحیح مثبت بزرگ : 

LT،تعداد کاراهای دارای تاخیر : 

Tj:  دیرکرد، بطوریکهwjTj= wj Max {0, Cj – dj} 

                                                 
4   . Genetic Algorithm 
5   . Simulated Annealing 
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wjTj: ،مجموع دیرکرد 

WjTj جریمه دیرکرد وزنی کار :j. 

 

Xij =





otherwise0

i jobafter  scheduled is j job if1
 

 

: این تابع هدف به (LT)تعداد کارهای دارای دیرکرد  .9تعریف 

موعد تحویل وابسته بوده و به صورت jU1  نشان داده 

باشد که به موقع ارسال ه معادل با درصد کالاهایی میک شودمی

 گردند: و تحویل مشتری می

 

(2)                  



n

j

jT UL
1





otherwise

T
U

j

j
0

1
 

 

هنگامیکه : (SMTWT)2ماشینه دیرکرد وزنی کل تک .6تعریف 

زمان تکمیل کار از موعد تحویل آن بزرگتر باشد، دیرکرد روی 

د معمولاً از روش شاخه و حای حل این مساله، بر .تداده اس

 . را ببینید([ 24])برای مطالعه بیشتر مرجع  شوداستفاده می
 

 سازی آنیلینگشبیه .6-3

را شکل داد برای اولین بار توسط  SAای که اساس روش ایده

-ارائه شد که الگوریتمی برای شبیه 2953متروپلیس و همکاران در 

-25]سال بعد کرک پاتریک و همکاران 31بود. سازی فرآیند انیلینگ 

سازی را توان این شبیهروشی پیشنهاد کردند که براساس آن می [26

در روند این سازی به کاربرد. برای جستجوی جواب در مسائل بهینه

)جواب اولیه( شروع  S0)دمای اولیه( و  T0با یک  SAالگوریتم جستجو، 

است. یک  (SB)و بهترین جواب  (SC) شده که ابتدا، این جواب، اولین

آید. بدست می SCبا تعویض بعضی عناصر  (SN)جواب همسایگی 

دهیم، اگر نشان  ECو  ENرا  با  SCو  SNچنانچه تابع هدف به ازای 

EN  ازEC  ،بهتر باشدSN  به عنوانSC شود و در جدید پذیرفته می

بدتر باشد، از  ECاز  ENشود. ولی چنانچه جدید تولید می SNتکرار بعد 

)exp(با احتمال SNمعیار متروپلیس استفاده شده و 
T

E
 به عنوان

SC در این رابطه شودجدید پذیرفته می .∆E= EN _ EC  چنانچه است و

EC  ازEB  ،بهتر باشدSC  به عنوانSB شود. جدید پذیرفته می

ین فرآیند را به ا SAماند. بدون تغییر باقی می SBدرغیراینصورت 

 T)طول زنجیره مارکوف( در هر سطح از دما تکرار و پارامتر  Lnتعداد 

به آرامی با استفاده از تابع کاهش دما تا هنگامیکه شرط توقف برقرار 

علامت منفی برای مسائل یابد. لازم بذکر است که از گردد کاهش می

                                                 
1   . Single machine total weighted tardiness 

  ستفاده سازی اسازی و علامت مثبت برای مسائل ماکزیمممینیمم

 . [27] شودمی

 

 SAاجزاء و پارامترهای الگوریتم . 9-6-3

 ،نمایش ساختار جواب 

 ،انتخاب جواب اولیه 

 توان از دو روش برای ایجاد مکانیزم ایجاد جواب همسایه: می

همسایگی استفاده کرد: انتخاب جواب همسایگی از بین 

پذیر به طور تصادفی، انتخاب جواب های امکانجواب

ای خاص براساس روش ابتکاری گی برطبق ضابطههمسای

مخصوص به هر مساله. که روش اول بیشتر مورد استفاده 

 را ببینید(.  [28]توانید مرجع گیرد )میقرار می

  انتخاب دمای اولیه: چنانچه دمای اولیه پایین باشد، احتمال

های بدتر کاهش یافته و ممکن است سیستم پذیرش جواب

حلی باقی بماند. اگر بخواهیم جواب نهایی در جواب بهینه م

مستقل از جواب شروع باشد، دمای اولیه باید به اندازه کافی 

-زیاد درنظر گرفته شود، تا امکان تعویض تقریباً آزاد جواب

های همسایگی وجود داشته باشد، درغیر اینصورت جواب 

نهایی به سمت جواب شروع نزدیک خواهد شد. وایت نظریه 

های سیستم از با انحراف استاندارد هزینه T0دن معادل بو

. در این روش دمای اولیه [29]میانگین هزینه را مطرح نمود

را معادل انحراف استاندارد مقادیر ارزش تابع هدف به تعداد 

و  درنظر گرفته 2دفعات معین اجرای برنامه در حالت ناپایدار

-به میدر هر مرحله براساس چند نمونه دمای اولیه محاس

 (.2شود )رابطه
 

(2) 

1

))((
1

2

0









N

Meanjobj

T

N

j
 

 

 
 

  مکانیزم کاهش دما: ضابطه کاهش دما و حرکت به سمت

سرد شدن سیستم، معمولا به صورت تابعی به شکل زیر 

 [: 21](Cooling Functionشود.)نشان داده می
 

(3) nrTT rr ,...,2,1,99.05.0,1   

 

شود مقدار بالایی داشته باشد، سیستم دیرترسرد می  چنانچه 

شوند، که خود و تعداد نقاط بیشتری از فضای جواب بررسی می

  سبب افزایش زمان حل مساله خواهد شد.

                                                 
2 . None Stable 
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  ،طول زنجیره مارکوف: طول زنجیره مارکوفLn تعداد ،

گیرد تا به تکرارهایی است که در یک دمای ثابت صورت می

 ت تعادل برسد. حال

 های نامزد شده: فرض کنید حل جاریمکانیزم پذیرش جواب 

شده و نیز جواب همسایگی  EC منجر به تابع هدفی معادل

باشد. در حالت  ENایجاد شده دارای مقدار تابع هدف 

 سازی اگرماکزیمم

2. ΔE = EN - E 0 جواب باشد، جواب همسایگی جایگزین   

قرار داده،  SB = SNباشد، EN> EBشود و چنانچه جاری می

 مانند. بدون تغییر باقی می  EBو  SBدرغیر اینصورت 

2. ΔE = EN - EC<0 باشد، مقدار 
)(

T

E

ey




  با یک عدد

گیرد و اگر از آن تصادفی بین صفر و یک مورد مقایسه قرار می

پذیرفته SCبزرگتر بود، جواب همسایگی به عنوان عدد تصادفی

شود، اما درغیر اینصورت جواب همسایگی دیگری تولید می

 شود. می

  معیارهای توقف الگوریتمSAهای : با توجه به اینکه الگوریتم

فوق ابتکاری هیچگونه شناختی نسبت به نقطه بهینه سراسری 

معیاری برای ها ندارد، و بطور کلی درجه بهینه بودن جواب

توان در حالت توقف آنها مورد نیاز است. به طور کلی می

استاتیک شرط توقف را چنین بیان کرد: رسیدن به یک دمای 

، که کسر بسیار کوچکی از دمای Tfنهایی از پیش تعیین شده، 

( و یا رسیدن به یک مقدار ماکزیمم از 3اولیه است )رابطه 

 [:22]ارهاپیش تعیین شده برای تعداد کل تکر

 

(4) Tf = βT0  β≤ 0.01 

 
آورد تا بتوان از نقاط بهینه ابزاری برای ما فراهم می SAروش 

های بدتر با یک احتمال فرار کرده و بوسیله پذیرش جواب 2محلی

دست یافت. این مورد یکی از  2مشخص، به نقطه بهینه سراسری

مینه است. برای مطالعه بیشتر در این ز SAنقاط قوت رویکرد 

-های لازم جهت شبیهرا ببینید. گام [22-22]توانید مراجع می

 باشد:به صورت زیر می SAسازی 
 

T0; Tfinal;): پارامترهای ورودی 2گام  ; Ln, set T =T0)). 

و محاسبه مقدار تابع هدف به (S0) : انتخاب جواب اولیه 2گام 

 .(E0)ازای جواب اولیه 

     بهترین جواب درنظر بگیرید : جواب اولیه را به عنوان3گام 

(Sc= S0; SB = S0; EC = E0; EB = E0; iter = 1). 

                                                 
1   . Local Optimal 
2   . Global Optimal 

 تولید کرده و مقدار تابع هدف  (SN): یک جواب همسایگی 4گام 

(EN).را به ازای آن محاسبه کنید 

 را محاسبه کنید. E = EN _ EC∆: مقدار 5گام 

ونی جواب همسایگی را به عنوان جواب کن E≤ 0∆: اگر 6گام 

 بروید. 9و به گام  (SC = SN; EC = EN)بپذیرید 

تولید  [1 0]سپس یک عدد تصادفی در بازه  E>0∆: اگر 7گام 

 کنید.

، جواب همسایگی را به exp (-∆E/T)> Rand [0 1]: اگر 8گام 

، درغیراینصورت (SC = SN; EC = EN)عنوان جواب کنونی بپذیرید 

SC  وEC بروید. 21ام مانند و به گبدون تغییر می 

، SB = SC; EB = ECقرار دهید  EC < EB: اگر 9گام 
 مانند.بدون تغییر می EBو  SBدرغیراینصورت 

: اگر تعداد تکرارها برابر طول زنجیره مارکوف گردید 21گام 

(iter= Ln) بروید، درغیراینصورت  22، به گامiter= iter +1  و به

 بروید. 4گام 

بروید،  4به گام  T ≥ Tf، اگر : بررسی شرایط توقف22گام 

به عنوان جواب بهینه گزارش و متوقف  EBو  SBدرغیراینصورت، 

 [.27]شوید 

 
 معرفی الگوریتم ژنتیک .3-3

یکی است که از ژاز سیر تکامل بیولو سازیالگوریتم ژنتیک، شبیه

 درمیاناصل تکامل طبیعی داروین گرفته شده است. در این روش 

-های برتر که باعث بهبود تابع هدف میوابهای موجود، ججواب

شوند و این سیر ها انتخاب میشوند برای تولید نسل بعدی جواب

شود. این الگوریتم اولین بار تکاملی تا یافتن جواب بهینه تکرار می

 . [23]ارائه شد 2975در  3توسط هولند

الگوریتم ژنتیک از توارث صفات والدین به فرزندان به وسیله 

گیرد. در هر نسل، های والدین ایده می4ب کروموزومترکی

-ارزیابی می 5ها با استفاده از برخی معیارهای برازندگیکروموزوم

های جدید که فرزند شوند. برای ایجاد نسل بعدی، کروموزوم

از کروموزوم نسل  6ا به وسیله عملگر تقاطعیشوند نامیده می

با استفاده از عملگر جاری و یا به وسیله اصلاح یک کروموزوم 

گیرند. پس از چند نسل، الگوریتم به سمت شکل میجهش 

شود که راه حل بهینه یا نزدیک به بهترین کروموزوم، همگرا می

 کند.ای را برای مساله ارائه میبهینه

های لازم الگوریتم ژنتیک جهت حل مسائل زمانبندی به گام

 باشد:صورت زیر می

                                                 
3   . Holland 
4   . chromosome 
5   . Fitness 
6   . Crossover 
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Step 1: 

Set k = 1. 

Select l initial sequences S1, 1, . . . , S1,l using 

some heuristic. 

Step 2: 

Select the two best schedules among Sk, 1, . . . , 

Sk,l and call these Sk
+ and Sk

++ . 
Select the two worst schedules among Sk,1, . . . , 

Sk,l and call these Sk
- and Sk

-- . 
Generate two offspring S* and S** from parents 

Sk
+ and Sk

++ . 
Replace Sk

- and Sk
-- with S* and S** . 

Keep all other schedules the same and go to Step 

3. 
Step 3: 

Increment k by 1, 

If k = N then STOP, 

Otherwise go to Step 2[14]. 

 

 ریزی خطی چندهدفهمدل برنامه .4-3
مدل تک  برای حل ههدفریزی خطی چنددر این مطالعه از برنامه

 ماشین بهره گرفته شده است.:
 

 

(5) 



n

j

jjTWMinZ
1

1 TLMinZ 2 



n

j

jU
1

 

(6) 





otherwise

T
U

j

j
0

1
 

(7) 
S.t 

jRPC jjj   

(8) jijiXX jiij  :,1  

(9) jijiPMXCC iijji  :,  

(21) jijiPXMCC jijij  :,)1(  

(22) jMUdC jjj   

(22) jdCT jjj   

(23)   jijiUX jij  :,1,0,  

(24) jCT jj  ,0,  

 

از  j( تضمین کننده بزرگتر بودن زمان تکمیل کار 3محدودیت )

، محدودیت jقرار گرفتن کار و زمان دردسترس  jزمان پردازش کار

شده، دهنده ترتیب ارتباط دو کار در برنامه زمانبندی( نشان4)

های تکمیل هردو جفت از ( رابطه میان زمان'5( و )5محدودیت )

کنند و براین موضوع تاکید دارند که در هر جفت کارها را قید می

 شود )درمیو یا بالعکس انجام   iقبل از کار j، کار jو  iاز کارهای 

 و ندیفرآ هایزمان مجموع از بزرگتر M مقداراین محدودیت 

 شده درنظرگرفته کارها دسترس در هایزمان مقدار ممیماکز

، ( برای تعداد کارهای دارای دیرکرد6) (، محددیتاست

کننده دیرکرد مربوط به هر کار و ( تعیین7محدودیت )

ییرهای تصمیم دهنده نوع متغنشان( 9و )( 8) هایمحدودیت

 مساله است. 

 

 ارائه الگوریتم و روش حل .4
شده که در قسمت  بیان یمثال قالهبرای هدف موردنظر در این م

و در پایان الگوریتم  های گفته شده حلاول با استفاده از روش

های مثال ترکیبی برای افزایش کارایی مدل ارائه شده است.  داده

ها درنظر زیر برای تولید دادهفرضیات  آمده است. (2در جدول )

 گرفته شده است:

، دارای توزیع یکنواخت (Pj)های انجام فرآیند زمان -2

 هستند. [21 31]گسسته بر بازه 

، دارای توزیع یکنواخت گسسته (dj)های تحویل زمان -2

هستند.  [P*(1- T- R/2), P*(1- T+ R/2)]بر بازه 

 ماشیندر حالت تک



n

j

jPP
1

. [4،23]است 

{ و 2/1، 6/1و 2به ترتیب از مجموعه } Tو  Rمقادیر 

 Tشوند. هنگامیکه { انتخاب می4/1، 6/1و 8/1}

های های تحویل در بازهبزرگتر انتخاب شود، زمان

شود ولی چنانچه خواسته باشیم محدودتری تولید می

بزرگ  Rهای تحویل دارای تنوع بیشتری باشند، زمان

 922)همان مراجع، به ترتیب صفحات  شودمیانتخاب 

 4/1و  6/1ترتیب به Tو  R(. در این مطالعه 47و 

انتخاب شدند. . این در حقیقت یک راه کلاسیک برای 

 تولید نمو نه های تصادفی مساله زمانبندی است

 21]، توزیع یکنواخت گسسته بر بازه (wj)وزن کارها  -3

 دارند. [21

توزیع یکنواخت گسسته بر  ،(Rj)های دردسترس زمان -4

 دارند. [2 21]بازه 

به صورت  GAهای لازم برای حل مساله با استفاده از گام -الف

 زیر است:

-. ابتدا مقادیر بهینه توابع هدف را با توجه به مدل برنامه2گام 

       بدست آورید. دراینصورت  3-4ریزی خطی بیان شده در 

Z1= 791  وZ2= 2 .خواهد شد 
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-های امکانقرار دهید و تعدادی از توالی 2شمارنده را برابر . 2گام

پذیر را به عنوان جمعیت اولیه درنظر بگیرید )این جمعیت شامل 

-ژن و هر ژن نشان 7تعدادی کروموزم است که هر کروموزم، از 

دهنده شماره کار در توالی موردنظر است، تشکیل شده است(. در 

ض شده است )با استفاده از قاعده فر 51اینجا جمعیت اولیه برابر 

عدد تصادفی تولید و بزرگترین عدد را به  7تولید اعداد تصادفی، 

اختصاص دهید. این  7و کوچکترین را به کار شماره  2کار شماره 

کروموزم موجه بدست آید تکرار کنید، به  51کار را تاجایی که 

 :شودعنوان مثال، اولین کروموزم به صورت زیر تولید می

 
P1= (0.45,0.71,0.11,0.98,0.23,0.67,0.75)= (5,3,7,1,6,4,2) 

 
های بدست آمده را محاسبه کنید. یک . برازندگی توالی3گام 

 L-Pبرازندگی ترکیبی، روش  روش ساده جهت تشکیل یک تابع

باشد که در این مطالعه از آن استفاده شده است. متریک می

کردن انحراف توابع هدف متریک حداقل  L-Pهای منظور از روش

 باشد.آل میموجود از یک مدل چندهدفه نسبت به راه حل ایده

 بنابراین تایع برازندگی بصورت زیر خواهد شد:
 

(25) 
P

k

j

P

jj

jjj

j
xf

xfxf
PL

1

1
*

*

)(

)()(

























 
 



  

 

 که، 

xj
 ام،jسازی هدف ال در بهینهراه حل ایده *

x ،بیانگر یک راه حل مفروض 

γj (γj > 0) برای هدف  نشان دهنده درجه اهمیتj،ام 

2و تابع سازگار 
L-P آل باید منظور حداقل کردن انحرافات از ایدهبه

 کمینه گردد. 

را به ترتیب نزولی مرتب،  و عملیات  3مقادیر حاصل از گام  .4گام 

 25توالی انجام دهید )نحوه انتخاب: از میان  25تقاطع را برای 

% را به41باشندتوالی اول که دارای مقدار برازندگی بیشتری می

 25% باقی را از میان 61توالی،  21طور تصادفی انتخاب کنید،

 مانده گروه اول انتخاب کنید(.توالی باقی 25توالی دوم و 

                                                 
. فاصله متریک بمنظور سنجش نزدیکی یک راه حل موجود نسبت به 2

 ∞ ≥ P ≥1شود. در این روش آل مورد استفاده واقع میراه حل ایده

و درجه تاکید به انحرافات  L-Pهای کننده روشبیانگر پارامتر مشخص

ای که هرچه این ارزش بزرگتر باشد تاکید بیشتری بر موجود است، بگونه

 ∞ = pو  p = 2, p=1های بزرگترین انحرافات خواهد بود. معمولاً ارزش

 =Pو  P= 1شوند. دراین مطالعه نیز به ازای در محاسبات بکار گرفته می

 محاسبات انجام گرفته است. 2

جمعیت جدید تولید  51ای استفاده و . از تقاطع دو نقطه5گام 

 کنید.

درنظر گرفته و برای هر کروموزم  2/1. نرخ جهش را برابر 6گام 

فی بین صفر و یک تولید و چنانچه عدد حاصل از نرخ عدد تصاد

را برای آن کروموزم انجام  جهش بزرگتر بود، عملیات جهش

 دهید. 

های واحد اضافه نموده و برازندگی توالی 2. به شمارنده 7گام 

را محاسبه کنید )توجه داشته باشید در این مرحله  بدست آمده

 قدار اولیه باشد(. ها دقیقاً برابر مباید تعداد کروموزم

. شرایط توقف را بررسی کنید )رسیدن به تعداد ثابت 8گام 

در  GAبروید.  نتایج حاصل از  7تکرار(، در غیراینصورت به گام 

 511ها برابر آمده است. لازم بذکر است که تعداد زایش 2جدول 

 درنظر گرفته شده است.

 

 کار 7. مساله با 9جدول 

Jobs 9 6 3 4 5 2 7 

wj 26 23 22 26 29 22 27 

Pj 24 22 26 29 29 31 21 

dj 94 281 81 86 93 276 96 

rj 8 3 5 3 9 6 21 
 

قرار به SAهای لازم جهت حل مدل با استفاده از الگوریتم گام -ب

 باشد:زیر می

. انتخاب جواب اولیه و سایر پارامترهای مدل )در اینجا با 2گام 

برای تعداد کارهای دارای تاخیر،  توجه به وجود الگوریتم بهینه

آوریم. دمای اولیه، جواب اولیه را از الگوریتم هاجسون بدست می

توالی موجه، طول زنجیره مارکوف، برابر  25از انحراف استاندارد 

آید بدست می 3-2-2( بخش 3، دمای پایانی، که از رابطه )61

دراینجا ، که γ(. و تعیین مقدار عددی β=0.01)بادرنظر گرفتن 

 درنظر گرفته شده است(. 0.95برابر 

. مکانیزم ایجاد جواب همسایگی: کارهایی را به طور تصادفی 2گام

جهت تعویض برای بدست آوردن جواب همسایگی انتخاب کنید. 

است، یک عدد  242/1باتوجه به اینکه احتمال انتخاب هرکار 

 242/1تولید کنید، چنانچه این عدد از  (U[0 1تصادفی بین 

بود،  242/1 -285/1جا شود، اگر بین جابه 2با  2کمتر بود کار 

 2با  7بود، کار  857/1-2، و به همین ترتیب، اگر بین 3با  2کار 

 جا شود.جابه

ها مورد پذیری جواب را با برقرار بودن محدودیت. امکان3گام

پذیر نبود با استفاده بررسی قرار دهید. چنانچه توالی حاصل امکان

از قاعده تولید جواب همسایگی جواب دیگری تولید کنید تا 

 ها را ارضا کند.محدودیت
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. مقدار تابع هدف را به ازای جواب همسایگی تولید شده 4گام 

برای تابع هدف مجموع دیرکرد وزنی محاسبه و با مقدار تابع هدف 

 3-2-2حاصل از گام اول براساس مطالب گفته شده در بخش 

 قرار دهید.مورد ارزیابی 

وقتی که تعداد تکرارها برابر زنجیره مارکوف نشده این  . تا5گام 

، 3-2-2( بخش 2فرآیند را تکرار کنید. سپس با استفاده از رابطه )

ضریب کاهش دما را محاسبه و با دمای نهایی مقایسه کنید. 

را گزارش،  EBو  SBچنانچه شرط توقف برقرار گردید، 

به  SAبروید. نتایج حاصل از الگوریتم  2درغیراینصورت به گام 

 آمده است. 3ازای پارامترهای ورودی مختلف در جدول 

 
 GA. نتایج حاصل از حل مساله با استفاده از 6ول جد

 توالی کارها نرخ جهش جمعیت تابع هدف

L-1 
Z1= 791 51 2/1  {4،2،5،7،3،6،2} 
Z2 = 2 

L-2 
Z1= 2462 51 2/1  {4،3،5،6،2،7،2}  

Z2= 4 

 

های لازم جهت حل مدل با استفاده از الگوریتم ترکیبی گام -ج

GA  وSA : 

های در مرحله تشکیل جمعیت جدید، هر کدام از کروموزم

درنظر گرفته  SAجمعیت اولیه به عنوان جواب آغازین الگوریتم 

شوند. جواب همسایگی با استفاده از مکانیزم اعداد تصادفی می

         شودسازی آنیلینگ انجام میلازم شبیه هایتولید و گام

T0= 60, (γ= 0.95, L=60, β=0.01)  توالی که شرط توقف را .

شود کند، به عنوان کروموزم جمعیت جدید انتخاب میبرآورده می

  2/1و نرخ جهش  51)پارامترهای الگوریتم ژنتیک، اندازه جمعیت 

های می کروموزمدرنظر گرفته شد(. این فرآیند که برای تما

هایی که حتی توالی گردد،شود. باعث میجمعیت اولیه انجام می

توابع هدف مناسب ندارند، با احتمال مشخصی جهت بررسی مورد 

گیرند. این عمل باعث افزایش سرعت همگرایی مساله استفاده قرار 

( نشان 2در شکل ) GAو SAروند کلی روش ترکیبی  گردد.می

 داده شده است.

آورد تا بتوان از نقاط بهینه ن روش ابزاری برای ما فراهم میای

های بدتر با احتمال محلی فرار کرده و بوسیله پذیرش جواب

مشخص، به نقطه بهینه سراسری دست یافت. نتایج حاصل در 

بررسی آماری از طور که هماناند. نشان داده شده 4جدول 

 الگوریتم ژنتیک شود در روش ترکیبیها، دیده میجمعیت جواب

جمعیت علاوه براینکه پراکندگی مناسب را  سازی آنلینگو شبیه

های ها به جوابدارد، سرعت خوبی برای میل متوسط جواب

باشد. در واقع همین باعث سرعت و دقت بالای را دارا می مناسب

 قبلی شده است.های روشاین الگوریتم نسبت به 

 

 SAو  GA . روند کلی حل روش ترکیبی9شکل 
 

 یریگجهینت .5
های کاوشی قادر به یافتن توان ادعا کرد که روشاگرچه نمی

شود که بهینه مطلق هستند، و همگرایی آنها در صورتی اثبات می

نهایت میل کند، لکن در بسیاری از مسائل از تعداد تکرارها به بی

جمله مسئله زمانبندی همیشه یافتن بهینه مطلق مدنظر نیست، 

-ه قصد اصلی یافتن پاسخی رضایتخش با صرف زمان و هزینهبلک

-های الگوریتمدر این مطالعه توانایی های محاسباتی معقول است.

سازی توام تعداد در حل مساله بهینه SAو GAهای هیوریستیک 

کارهای دارای تاخیر و مجموع دیرکرد وزنی در مدل تک ماشین 

های روش از مزیت فت.از نظر دقت و سرعت مورد بررسی قرار گر

SA توان به سادگی الگوریتم و سرعت همگرایی و بهبود جواب می

نهایی اشاره کرد. انتخاب جواب اولیه مناسب و سازگار با شرایط 

مساله نیز در سرعت همگرایی و بهبود جواب موثر است. با 

 SAهای همسایگی استفاده از الگوریتم ترکیبی و استفاده از جواب
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 میبدی
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های بد با احتمال مشخص کارایی نظرگرفتن جوابو نیز در

ها نشان داد که الگوریتم بررسیالگوریتم را بهبود بخشیدیم. 

و ژنتیک از توانایی خوبی از نظر سازی آنیلینگ شبیهترکیبی 

ها ها نسبت به سایر الگوریتمسرعت و میزان بهینه بودن جواب

 برخوردار بوده است. 

خوب است، ولی امکان  SA همگرایی سرعتند رچه، سوی دیگراز 

ها قبل از رسیدن به جواب بهینه مطلق وجود همگراشدن جواب

دارد و لذا در مورد این الگوریتم، پارامترهای موجود را باید به طور 

تواند تأثیر مناسب انتخاب کرد، زیرا انتخاب نامناسب آنها می

گوریتم ژنتیک بسزایی در جواب الگوریتم داشته باشد. در مقابل، ال

از سرعت کمتری برخوردار بوده و  سازی آنیلینگشبیهنسبت به 

های محلی همگرا شود احتمال کمتری وجود دارد که به بهینه

ها، امکان عدم همگرایی و ه دلیل ساختار کروموزومازسوی دیگر ب

 پیدانشدن جواب یا پیداشدن جواب نامناسب مسأله وجود دارد.

وریتم تلفیقی برای کاهش سرعت همگرایی و همین دلیل از الگبه

 ها استفاده شد.پراکندگی جواب

 

ه از الگوریتم . نتایج حاصل از حل مساله با استفاد3جدول
SA 

 توالی کارها T0 Tfinal γ تابع هدف

L-1 
Z1= 805 53 53/1 95/1 {4،3،5،7،2،6،2} 
Z2 = 3 

L-2 
Z1= 1953 53 53/1 95/1 {2،7،2،3،4،5،6} 

Z2= 4 

 

در پیدا کردن  GA & SAمقایسه روش پیشنهادی  .4 جدول

 کار 7جواب مساله با 
زمان بدست آوردن  روش تابع هدف

 )ثانیه( جواب

 توالی کارها

L-1 
Z1= 791 GA 2839/2 {4،2،5،7،3،6،2} 
Z2 = 2 

L-2 
Z1= 2462 GA 2789/2 {4،3،5،6،2،7،2} 

Z2= 4 

L-1 
Z1= 805 SA 2799/1 {4،3،5،7،2،6،2} 
Z2 = 3 

L-2 
Z1= 1953 SA 2285/1 {2،7،2،3،4،5،6} 

Z2= 4 

L-1 
Z1= 765 GA 

+ 
SA 

5567/1 {4،2،5،7،3،2،6} 

Z2 = 2 

L-2 Z1= 1856 8765/1 {6،3،4،2،5،2،7} 
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